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Abstract 
AI systems are becoming increasingly prominent and ubiquitous in our 
daily lives. For example, one can find AI systems in social media and in 
large language models (ex. ChatGPT) used to predict user behavior and 
text input. While these AI systems can be useful, they still have problems 
aligning with our human values. This paper will conduct a systematic 
review of ethical AI design methods, and discuss instances where these 
design methods assisted AI in aligning with human values. Then we will 
discuss how AI developing human consciousness may change the 
implementation of these design methods. This paper provides a potential 
way to think about how to manage AI in the case it develops human 
consciousness. 
 
Introduction 
The rise of AI has been accompanied by debates about the ethical 
implications of the advancements in AI. There are already ethical debates 
about AI applications like ChatGPT having the ability to write out essays 
and how this may impact human creative processes (Dwivedi et al., 2023). 
Although the concept of how to keep AI in check in its current state has 
been studied thoroughly, research on how AI developing consciousness 
may affect AI checks is limited. The question we aim to answer here is 
how can we ensure that AI systems are aligned with human values and 
ethical principles? This paper argues that AI with human consciousness 
should be regulated similarly to how humans are. It first talks about 
instances where AI does not align with human values, then evaluates 
current methods used to keep AI aligned with human values, and finally 
addresses how AI consciousness will change things in the future. 
 

 
Current instances of misalignment between AI and human 
values 
Healthcare 
AI used in healthcare has been shown to have dangerous racial and 
gender biases that can lead to misdiagnosis (Parikh et al., 2019). These 
biases are caused by AI being trained on limited data sets that don’t 
account for much diversity (Celi et al., 2022). One example of this was 
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when an AI was tasked at interpreting chest x-rays and displayed 
gender disparity. Mainly men’s x-rays were uploaded onto the AI so the 
accuracy it had when analyzing women’s x-rays was pretty low. 
Another AI model displayed disparities in its ability to diagnose skin 
cancer depending on the skin color of the subject. It was able to 
diagnose skin cancer more accurately for light-skinned subjects since it 
was mainly trained with samples from people with lighter skin. This 
means, when using the model on darker skinned subjects, it may either 
completely misdiagnose them or it won’t be able to detect the skin 
cancer until it’s too advanced (Fulmer, 2022). This violates the human 
values of fairness as well as accessibility to healthcare since the data 
used to train the AI lacks diversity therefore resulting in unequal 
quality of care for different racial and gender groups. 
 
Social Media 
Social media algorithms generate a feed for social media users based on 
what they have viewed and interacted with in the past. This can help 
users have a more enjoyable experience with social media that is 
personally catered towards them, however, it can also have some 
adverse effects. For example, social media has increased political 
participation among users but it has also caused political polarization. 
Algorithms will direct users to posts congruent with their beliefs which 
can cause hyperpartisanship. These algorithms could also spread 
misinformation which can lead to even more polarization (Tucker et al., 
2018). Politics in social media is an example of an echo chamber. Echo 
chambers limit the exposure of social media users to diverse 
perspectives therefore causing certain opinions of theirs to be 
reinforced without a full knowledge on the issue (Cinelli et al., 2021). 
These echo chambers infringe upon fundamental human values such as 
freedom of thought, access to diverse information, and, in some cases, 
well-being, particularly when individuals are exposed to harmful 
content instead of professional guidance. One example of this is 
regarding mental health. People with similar mental health disorders 
may be fed content by people with the same mental health disorder as 
them when they should be seeing content from mental health 
professionals. 
 
Large Language Models 
Large language models are AI that have been trained on large amounts 
of text data which enables them to generate human-like responses. 
They have gained traction recently with the public release of ChatGPT 
which is now frequently used, especially in the field of education, by 
teachers and students alike. While ChatGPT can greatly assist teachers 
by coming up with lesson plans and otherwise improving their 
students’ quality of education, it can also inhibit the creative processes 
of students by writing text responses for them. As students continue to 
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use ChatGPT for tasks meant to challenge them while they’re still in 
the process of developing their creative thinking skills, the essential 
human value of creativity will face a steep decline. Many have spoken 
out against ChatGPT for negatively impacting students’ education by 
taking away from their learning of essential writing skills that are 
considered necessary for their future. There are also fears of students’ 
critical thinking and problem solving skills being negatively impacted 
by ChatGPT as well due to how simple it is to find information that 
would normally require some work to find (Kasneci et al., 2023).  
 
Evaluation of Design Methods 
Value Sensitive Design 
Value sensitive design (VSD) accounts for human values in the design 
process. It places an emphasis on ethics and morality when designing 
AI. VSD also acknowledges the impact that technology has on human 
lives and ensures that impact is positive by considering ethical 
implications early on in the design process. VSD uses a tripartite 
methodology that uses conceptual, empirical, and technical 
investigations. To grasp a human perspective while designing, VSD 
involves stakeholders that are strongly affected by the technology they 
are designing on (Friedman & Hendry, 2019; Friedman et al., 2002). 
Value sensitive design was used during the COVID-19 pandemic to 
help minimize the spread of the virus. The Robert Koch Institute (RKI), 
the German research facility for disease control and prevention, created 
an app called Corona Datanspende (Corona Data Donation) for users to 
voluntarily share their health data so they could track the spread of 
COVID. At the beginning of the design process, VSD was used to 
identify what values the design was meant to promote as well as values 
it must respect for the wellbeing of its users. The values that the design 
was meant to promote aligned with the UN’s third sustainable 
development goal of “good health and wellbeing.” The values the 
design was meant to respect were human autonomy, prevention of 
harm, fairness, and explicability. After values were determined, the 
designers used visualization to determine technical design 
requirements. Then, prototyping was used to determine if the design 
actually aligned with these values and also assessed the behavioral 
impacts of it. This case in particular revolves around a product that has 
the potential to add to the understanding of the COVID-19 virus, which 
would be important for the health of the German citizens, however, its 
use of personal data could cause some ethical issues. This product’s 
potential impact on citizens of Germany makes it a very important case 
study into value sensitive design. Keeping users’ and designer’s values 
in mind during the design process ensures the product will achieve its 
goal and be as user friendly as possible while also respecting ethical 
standards (Umbrello & Van De Poel, 2021). 
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Participatory Design 
Participatory design enables diverse stakeholders to play an active role 
in the future of AI. This design method is incredibly useful for keeping 
humans’ best interests at heart when designing AI so that it can 
properly align with human values. Using diverse perspectives when 
designing AI can prevent AI from unknowingly harming marginalized 
groups and can minimize bias. Currently, the exact extent to how much 
humans are able to participate in the design isn’t clearly defined so 
establishing guidelines for that may be useful (Zytko et al., 2022; 
Birhane et al., 2022; Delgado et al., 2021). In the field of law, diversity 
of perspectives is necessary for everyone to be adequately represented. 
Lawyers have a great responsibility as their work can have profound 
impacts on the livelihood of many people. To help benefit lawyers and 
their clients, the National Institute of Standards and Technologies used 
participatory design to connect different perspectives and create the 
Text REtrieval Conference’s Legal Track. The Legal Track’s purpose 
was to assist collaboration between attorneys of different sides, and was 
specifically designed for cases where opposing attorneys needed to 
share evidence. During the design of the Legal Track, real lawyers were 
used as stakeholders so that the product would be specifically catered 
towards their needs. The designers of the Legal Track introduced a 
special role called “Topic Authority” (TA) to bring stakeholders into 
the loop during the design process. The designers had been having a 
problem with filtering relevant evidence using the algorithm so 
incorporating stakeholders to determine the relevancy of the 
information was very useful. The TA position also assisted in finding 
human errors during document review. Overall, the interactive 
environment fostered through participatory design connected lawyers 
with computer scientists to design a beneficial AI system that could 
work in high-stakes scenarios (Delgado et al., 2022). 
 
Algorithm Audits 
Algorithm auditing is a process where an auditor looks at the system 
and finds issues with it then makes recommendations to the designers 
on how to repair those issues. However, designers of algorithm 
technologies can say their product has been audited when it actually 
hasn't, which can be a problem if the system has clear issues. Therefore, 
there needs to be more auditing regulations put in place because when 
done appropriately, algorithmic auditing is a necessary part of the 
design process and can vastly improve the equity of systems 
(Costanza-Chock et al., 2022). A startup called pymetrics used 
algorithmic auditing for their product that used machine learning to 
assess which applicants would be best suited for a job and move them 
up to the interview stage. Pymetrics assessed which applicants were 
best for the job by comparing the applicant’s gameplay of pymetrics’ 
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suite of games to the gameplay of a high performing, incumbent 
employee. The audit of pymetrics focused mainly on assessing its 
algorithm’s correctness, discrimination, and de-biasing circumvention. 
The audit found that there were no issues with these three aspects of the 
algorithm. This was an example of a cooperative audit where the 
company and the auditors set specific rules for what exactly the 
auditors would assess. For example, the auditors didn’t assess whether 
pymetrics actually adequately found the best candidates for the job, 
they just made sure the algorithm worked as it was supposed to, wasn’t 
biased, and was safe from people who may try to cause bias. Although 
there were ultimately no issues found with the algorithm, the audit still 
ensured the fairness of the pymetrics system. The job hiring process has 
the potential for harmful biases which makes the auditing system 
necessary (Wilson et al., 2021). 
 
Combination of Methods 
Value sensitive design and participatory design both must be 
implemented during the design process, whereas, algorithmic auditing 
is used after the design has been finished. All three of these methods 
could be used in conjunction with each other to design a product. First, 
a group of stakeholders would need to be found. They are necessary for 
both participatory and value sensitive design. Once those stakeholders 
are found, their values as well as the designers’ values would need to 
be assessed. These values would drive the design of the product. After 
that, a prototype would be created with both the stakeholders and the 
designers playing a part in its creation. Once there is a solid prototype, 
algorithmic auditing would be done to ensure the product works as it 
should and has no signs of bias. Using all three of these methods in 
conjunction could create an effective design that was created ethically 
and with the users’ opinions in mind.  
 
How AI consciousness can change things 
Although these checks may be sufficient for the current state AI is in, 
they may be unable to pass the test of time if AI develops 
consciousness. For an AI to have consciousness, it would have to be 
self aware. It must also be sentient and have subjective qualitative 
experiences (Hildt, 2019). In the case of conscious AI, we would have 
less control over the actions of AI than we do currently with 
non-conscious AI because it would be capable of thinking 
independently for itself. Therefore, we must figure out new systems to 
effectively manage AI. What will AI be capable of if it ever develops 
consciousness, and how should we enforce the regulations on AI given 
any new capabilities? We may have to develop a punitive system, 
similar to what we have to manage humans, with laws and 
punishments. AI regulations are currently centered around data privacy. 
These regulations are mainly placed on companies or other 
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manufacturers of AI products to ensure that AI is used ethically 
(Hoffmann-Riem, 2020). However, if AI gains consciousness, those 
regulations will be placed on the AI itself because it will have the 
ability to control its own actions. This is similar to how humans are 
managed because they are obligated to hold themselves accountable for 
their actions. Therefore, controlling AI with human consciousness 
could be handled similarly to how humans are managed. With AI being 
conscious, humans could work hand in hand with AI throughout the 
design process for a product or service. In value sensitive design, AI 
could work as an efficient designer who could help assess the values 
and needs of stakeholders by analyzing data and then interpreting it 
similarly to humans, which non-conscious AI is incapable of. It may be 
able to assess the company’s implicit values better than an employee 
because of its ability to analyze large amounts of company data. AI 
could also predict users’ values using user data. This could eliminate 
the need for direct involvement from human stakeholders but initially 
they may still be required as a check for the AI. Since AI may not be 
completely reliable in the beginning, humans would still be necessary 
to verify the AI’s work. The role of humans in the design process will 
shift as AI gains consciousness from being directly involved in the 
design process to becoming more like auditors for the AI. This 
hierarchy where humans are checking over the AI’s work is similar to a 
typical workplace therefore the AI is being managed similarly to the 
way humans are currently managed at work. For participatory design, 
however, human stakeholders would still be necessary but AI could still 
probably stand in to imitate a human’s experience with the product. 
Some believe that we can already make this happen using ChatGPT to 
stand in for human stakeholders. However, this is not possible because 
ChatGPT does not yet have human consciousness so it’s incapable of 
thinking for itself and therefore will not be able to adequately imitate a 
user’s experience. Conscious AI would be far better suited to stand in 
for human stakeholders since it would be able to better behave like a 
human since it would have a similar thinking process to humans. 
However, human’s perspectives are still needed to check AI’s potential 
mistakes. Humans would also still be necessary for algorithmic 
auditing because AI auditing other AI could further perpetuate certain 
biases. One current issue with AI is its inability to identify bias in its 
data. Currently, AI used in the realm of healthcare is greatly impacted 
by limited or biased data which can cause adverse results for users. But 
if AI were to develop consciousness it may have the potential to 
determine whether its data is biased since it would be able to think 
subjectively which could revolutionize healthcare. But since it’s only 
trained on that data, it may not be able to recognize the flaws in its 
thinking. Humans are very similar in this way because they grow up in 
environments with very specific ways of thinking and don’t recognize 
their thinking is biased until they go to school or leave that 
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environment. So to dismantle biases in AI, there may need to be an 
education system formed specifically for AI. Overall, all the checks 
that would be considered sufficient to keep AI aligned with human 
values currently will need to be altered if AI ever develops 
consciousness. As well as potentially having the ability to identify bias, 
AI’s algorithms will become less black and white if it develops 
consciousness. Currently, if a social media user seems to demonstrate 
an agreement with a certain political party that user’s algorithm will 
flood their feed with posts that are biased towards that side. This has 
caused hyperpartisanship and polarization among social media users 
(Barnidge & Peacock, 2019). However, if AI is able to identify biased 
posts and is also more aware of complexities in political opinion due to 
its ability to think subjectively, social media algorithms will become 
less biased therefore potentially bringing down the rates of political 
conflict on social media. The way we manage AI is subject to a lot of 
change if AI ever develops human consciousness. As AI gains human 
traits such as sentience and the ability to think subjectively it makes 
sense why it should also be managed similarly to humans. Developing 
a punitive system similar to the one for humans could be useful for 
keeping AI in check as well as establishing an education system and 
hierarchy in the workforce which are also integral to managing humans. 
If we can learn to effectively manage AI it can play an even larger part 
in design methods such as value sensitive design, participatory design, 
and algorithmic auditing. 
 
Conclusion 
As AI becomes a bigger part of our lives and gets closer to achieving 
human consciousness, we must think of how we can regulate it in the 
future. Currently, instances of AI not aligning with human values in 
healthcare and social media have to do with bias. Some methods used 
in the design process of AI systems can be used to mitigate these 
biases. These methods are value sensitive design, participatory design, 
and algorithmic auditing. These methods can be combined to account 
for human values throughout the design process and prevent AI from 
misaligning from standard ethical principles. However, if AI were to 
develop consciousness, changes would have to be made to how we 
regulate it. A system, similar to how humans are currently managed, 
should be created to manage AI. This paper’s main limitation is that it 
is highly hypothetical as the issue of AI achieving human 
consciousness is very uncertain and there isn’t any concrete data 
concerning it. 
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